PS 100A/200A  Section 4 – Mon 



Junga Kim

**** Things that you should think about…. *****

Q. Independence between X and Y, or X1 and X2? 

Q. “Law of Large Numbers” vs. Normal Curve

Q. Bernoulli (p) trial, Binomial (n, p) vs. Normal ((, (^2) Distribution

Q. Definition, Axiom vs. Theorem 

1. [STATA] “Coin-tossing” and “the law of large numbers” 

· Number of Combinations (comb (n,k))

· Chance of 3 heads out of 10 tossing

· Chance of 3 or more heads in 10 tossing (Binomial (n,k,p))

· ‘Pn(A) ~ P(A) when n ( (’ 

          Cf. Binomial distribution: Distribution of the number of successes 

in n independent trials, with probability p of success in each trial. 

: “Even if n is very large, if p is close enough to 0 or 1, the binomial distribution does not follow the normal curve at all closely, due to the impossibility of negative values.” 

2. [Math: Natural Log] So, what is the answer for “Birthday Problem”? 

· P(At least two people have same birthday) = 1 – P(no match)

· P(no match) = (1-1/365)(1-2/365)…(1-(n-1)/365)

· ln (1+r) ~ r if r ( 0 

3. ‘Bayes’ Rule’

· Multiplication rule: P(A and B) = P(AlB)P(B) 

· P (AlB) = P (BlA)P(A)/ [ P(BlA)P(A) + P(Bl~A)P(~A)] 

· “You can update the probability of A (‘posterial probability’), once you know P(A) (‘prior probability’) and P(BlA) (‘likelihood’)”

· Ex. tab ally bicont, row col (what if two events were independent?) 

4. Independent vs. Mutually Exclusive Event

· “Mutually exclusive” (M) ( “dependent” (D)

· M is a subset of D

Cf. P(A and B) = P(A)*P(B) ( ”A and B are independent”

Cf. P(A and B) = 0 ~= P(A)*P(B)

5. Axiom vs. Theorem

· What were the “three” axioms?

1. Non-negativity: P(B) >= 0

2. Addition: P(B) = P(B1)+ P(B2)+P(B3)…P(Bn)

3. Total one: P(S) = 1

· What kinds of theorem did we derive? 

1. Complement Rule: P(~A) = 1 – P(A)

2. Difference Rule: When A is a subset of B, P(B and ~A) = P(B)-P(A)

3. Inclusion – Exclusion: P(A or B) = P(A)+P(B)-P(A and B)

2. Probability measure vs. probability number

3. Event/Set languages

	Event
	Set

	Outcome space  
	universal set

	Event
	subset of S

	Impossible event
	empty set

	Not A
	complement of A

	Either A or B
	union of A and B

	Both A and B
	intersection of A and B

	A and B are mutually exclusive
	A and B are disjoint

	If A then B
	A is a subset of B


4. Partition of a set B

 < Summary of the data – cont’d > 

1. SD; Cov(X, Y); Coeff. Covariance (X,Y); Slope of Y against X 

2. IQR and Box table

· sum branch, d

· graph branch, box xline

· mean/median vs. skewness

3. Stem

· stem begin
< Log > 

1. ln(a) + ln(b) = 

2. ln(a) – ln(b) =

3. ln(a)/ln(b) =

4. a^lnaB = 

5. ln (1 + r ) ~ r   as r ( 0

